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Preface to Instructors

The Evolution of a Cognitive Psychology Textbook

This book is the culmination of a process that began in 2002, when I decided to write
the first edition of this book. From a survey of more than 500 instructors and my
conversations with colleagues, it became apparent that many teachers were looking
for a text that not only covers the field of cognitive psychology but is also accessible
to students. From my teaching of cognitive psychology, it also became apparent that
many students perceive cognitive psychology as being too abstract and theoretical, and
not connected to everyday experience. With this information in hand, I set out to write
a book that would tell the story of cognitive psychology in a concrete way that would
help students appreciate the connections between empirical research, the principles of
cognitive psychology, and everyday experience.

I did a number of things to achieve this result. I started by including about a dozen
real-life examples per chapter, and neuropsychological case studies where appropriate. To
provide students with firsthand experience with the phenomena of cognitive psychology,
I included more than 40 Demonstrations—easy-to-do mini-experiments that were con-
tained within the narrative of the text—as well as 20 additional suggestions of things to
try, throughout the chapters. The Demonstrations in this edition are listed on page xxii.

Students also received access to more than 45 online CogLab experiments that they
could run themselves, and then compare their data to the class average and to the results of
the original experiments from the literature. In order to ensure that students not only know
the results of experiments but also appreciate how these results were obtained, I described
experiments in detail, so students would understand what the experimenter and partici-
pants were doing. In addition, most of these descriptions were supported by illustrations
such as pictures of stimuli, diagrams of the experimental design, or graphs of the results.

The first edition (2005) therefore combined many elements designed to achieve
the goal of covering the basic principles of cognitive psychology in a way that students
would find interesting and easy to understand. My goal was for students to come away
feeling excited about the field of cognitive psychology.

The acceptance of the first edition was gratifying, but one thing I’ve learned from
years of teaching and textbook writing is that there are always explanations that can
be clarified, new pedagogical techniques to try, and new research and ideas to describe.
With this in mind as I began preparing the second edition (2008), I elicited feedback
from students in my classes and received more than 1,500 written responses indicating
areas in the first edition that could be improved. In addition, I also received feedback
from instructors who had used the first edition. This feedback was the starting point
for the second edition, so in addition to updating the book, I revised many sections that
students and instructors had flagged as needing clarification.

Retained Features

All of the features described above were well received by students and instructors, and
so are continued in this new third edition. Additional pedagogical features that have
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been retained from previous editions include Test Yourself sections, which help students
review the material, and Think About It questions, which ask students to consider ques-
tions that go beyond the material.

Method sections, which were introduced in the second edition, highlight the inge-
nious methods cognitive psychologists have devised to study the mind. The 27 Method
sections, which are integrated into the text, describe methods such as brain imaging,
lexical priming, and think-aloud protocols. This not only highlights the importance of
the method, but makes it easier to return to its description when it is referred to later in
the text. See page xxii for a list of Methods.

The end-of-chapter Something to Consider sections describe cutting-edge or con-
troversial research. A few examples of topics covered in this section are “Attention
in Social Situations—the Case of Autism,” “Are Memories Ever ‘Permanent’?” and
“Culture, Language, and Cognition.” If You Want to Know More includes brief descrip-
tions of interesting topics that are related to the chapter but could not be discussed in
detail in the text for space reasons. A few references are provided to help students begin
exploring this additional material. Chapter Summaries provided succinct outlines of the
chapters, without serving as a substitute for reading the chapters.

What Is the Same and What Is New in the Third Edition?

An obvious difference between the second edition and this one is that the third edition
looks different. In response to comments that students didn’t like having to refer to the
separate “color plates” section when brain scans or other color plates were mentioned,
plus my feeling that more color would enhance the book’s accessibility and pedagogy,
we took the major step of redoing the entire illustration program in full color. The
results are obvious, and for me, reinforce the message in the text that cognitive psychol-
ogy is an exciting and vibrant field.

But this edition is more than a color version of the last one. Material has been exten-
sively updated throughout the text, and in a few cases chapters have been rewritten or
reorganized to improve clarity and pedagogy. One significant organizational change was
to divide coverage of long-term memory (Chapter 6 of the second edition, Long-Term
Memory: Basic Principles) into two chapters of more manageable length (Chapter 6, Long-
Term Memory: Structure, and Chapter 7, Long-Term Memory: Encoding and Retrieval).
Following is a selective chapter-by-chapter list of a few of the key changes in this edition.

CHAPTER 1 INTRODUCTION TO COGNITIVE PSYCHOLOGY

¢ Expanded treatment of the nature of the mind to include coverage of different
ways of defining “mind.”

® Revised section on “Researching the Mind,” using research on memory consolida-
tion to illustrate psychophysical and physiological approaches.

e Revised section on “Models of the Mind,” using Broadbent’s filter model of atten-
tion as an example

o New Something to Consider: “Learning From This Book,” to make students aware
that the material is presented as a series of “mini-stories”—description of a phe-
nomenon followed by experimental evidence.

CHAPTER 2 COGNITIVE NEUROSCIENCE

¢ Discussion of physiological details that do not appear later in the book has been
eliminated.

e Chapter completely rewritten to help students appreciate the relationship between
neural representation and cognition.
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e Expanded sections on localization of function and the distributed representation
in the brain.

e New Something to Consider: “‘Mind Reading’ by Measuring Brain Activity.”

CHAPTER 3 PERCEPTION

e Completely rewritten to reflect contemporary research in perception. New topics
include the role of context in perception, physical and semantic regularities in the
environment, and parallel processing streams.

e Increased focus on top-down versus bottom-up processing.

e New section on the connection between perception and action.

e New Demonstrations: “Two Quarters” (size constancy); “Visualizing Scenes and Objects.”
e New Method: “Brain Ablation.”

e New Something to Consider: “Mirror Neurons.”

CHAPTER 4 ATTENTION

® Material on inattentional blindness and change detection has been moved from the
perception chapter to this chapter.

e Section on overt attention (eye movements) rewritten.
e New section on covert attention.

e New Demonstrations: “Detecting a Target” (divided attention); “Looking for a
Face in the Crowd” (scanning).

CHAPTER S5 SHORT-TERM AND WORKING MEMORY

e Rewritten section on how information is coded in STM.

e New Demonstrations: “Remembering Letters” (chunking); “Recalling Visual Pat-
terns” (visual coding).

e New Something to Consider: “The Advantages of Having a More Efficient Work-
ing Memory.”
e New Method: “Reading Span.”

CHAPTER 6 LONG-TERM MEMORY: STRUCTURE

e This is the first part of the old Chapter 6 in the second edition, which introduces
the basic types and dimensions of long-term memory.

e Discussion of conditioning added to section on implicit memory.

e Rewritten section on priming, which distinguishes between repetition priming and
conceptual priming.

e Distinction between explicit and implicit memory clarified.

e New Methods: “Recognition Memory”; “Avoiding Explicit Remembering in a
Priming Experiment.”

e New Demonstration: “Mirror Drawing.”

e New Something to Consider: “Memory Loss in the Movies.”

CHAPTER 7 LONG-TERM MEMORY: ENCODING AND RETRIEVAL

e This is the second part of Chapter 6 from the second edition, which focuses on the
interrelationship between encoding and retrieval.

e New explanation of the circularity in the definition of depth of processing, to illus-
trate why LOP theory became less popular.
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New material on the testing effect in the section “Research Showing That Encoding
Influences Retrieval.”

Expanded treatment of how memory principles can be applied to studying.

“Memory and the Brain” section moved to the end of the chapter to avoid inter-
rupting the narrative describing encoding and retrieval.

New Method: “Cued Recall.”

CHAPTER 8 EVERYDAY MEMORY AND MEMORY ERRORS

Expanded section on the constructive nature of memory.
Expanded treatment of source monitoring.
New Method: “Testing for Source Monitoring.”

Updated material on memory errors and eyewitness testimony, including a descrip-
tion of the reverse testing effect.

CHAPTER9 KNOWLEDGE

Simplified treatment of the connectionist approach to knowledge representation.
New material on category information in single neurons.

New material on neuropsychological studies of category-specific knowledge
impairment.

New material discussing how the brain’s representation of category knowledge
includes activation of areas that respond to properties such as what an object is
used for and how it moves.

New Demonstration: “Activation of Property Units in a Connectionist Network.”
New Something to Consider: “Categorization in Infants.”

New Method: “Familiarization/Novelty Preference Procedure.”

CHAPTER 10 VISUAL IMAGERY

Minor changes were made in this chapter.
New Demonstration: “Experiencing Imagery.”

CHAPTER 11 LANGUAGE

Method: “Word Superiority Effect” moved to this chapter.

Section on understanding sentences rewritten, focusing on clarifying sections stu-
dents found difficult. To accomplish this, the section on parsing has been rewritten.

”, <«

New Demonstrations: “Late Closure”; “Making Up a Story” (inference in story
understanding).

Situation models updated, with new material on mental representations as simula-
tions, and the physiology of simulations.

Something to Consider on the Whorf-Sapir hypothesis has been rewritten to consider
research on how Russian names for “blue” affect color categorization and on the
relation between brain lateralization and the effect of language on color perception.

CHAPTER 12 PROBLEM SOLVING

XXVi ® Preface to Instructors

Minor changes to this chapter focus on improving pedagogy.

Newell-Simon approach and analogical problem solving sections rewritten and
tables added for increased clarity.

New Something to Consider: “Does Large Working Memory Capacity Result in
Better Problem Solving? It Depends” (on the effect of stress on problem solving).
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CHAPTER 13 REASONING AND DECISION MAKING

¢ Section on categorical and conditional syllogisms streamlined in response to feed-
back that the treatment in the second edition was too detailed.

¢ Section on decision making updated, with new material on how emotions affect
decision making (using, as one example, the Deal or No Deal game show).

Ancillaries to Support Your Teaching

COGLAB 2.0 FOR GOLDSTEIN’'S COGNITIVE PSYCHOLOGY:
CONNECTING MIND, RESEARCH, AND EVERYDAY EXPERIENCE

Free with every new copy of this book, CogLab 2.0 lets your students do more than
just think about cognition. Coglab 2.0 uses the power of the web to teach concepts
using important classic and current experiments that demonstrate how the mind works.
Nothing is more powerful for students than seeing for themselves the effects of these
experiments! CogLab 2.0 includes features such as simplified student registration, a
global database that combines data from students all around the world, between-subject
designs that allow for new kinds of experiments, and a “quick display” of student
summaries. Also included are trial-by-trial data, standard deviations, and improved
instructions.

INSTRUCTOR MANUAL/TEST BANK (ISBN 0840033583)

This supplement contains chapter outlines, discussion questions, in-class demonstra-
tions, term projects, and references to relevant websites. The test bank has approxi-
mately 65 multiple-choice questions and 5-7 essay questions per chapter. Each chapter
has a section dedicated to CogLab online, providing discussion questions, experiments,
and activities.

POWERLECTURE WITH EXAMVIEW (ISBN 0840034482)

PowerLecture instructor resources are a collection of book-specific lecture and class
tools on either CD or DVD. The fastest and easiest way to build powerful, customized,
media-rich lectures, PowerLecture assets include chapter-specific PowerPoint presenta-
tions, images, video, instructor manuals, test banks, and more. PowerLecture media
teaching tools are an effective way to enhance the educational experience. Includes
lecture outlines on PowerPoint.

BOOK COMPANION WEBSITE
(WWW.CENGAGE.COM/PSYCHOLOGY/GOLDSTEIN)

When you adopt Cognitive Psychology: Connecting Mind, Research, and Everyday
Experience, Third Edition, you and your students will have access to a rich array of
teaching and learning resources that you won’t find anywhere else. This outstanding
site features multiple-choice questions, short essay questions, flashcards, crossword
puzzles, web links, and a glossary.
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Preface to Students

s you begin reading this book, you probably have some ideas about how the

mind works from things you have read, from other media, and from your own

experiences. In this book, you will learn what we actually do and do not know

about the mind, as determined from the results of controlled scientific research.
Thus, if you thought that there is a system called “short-term memory” that can hold
information for short periods of time, then you are right; when you read the chapters
on memory, you will learn more about this system and how it interacts with other parts
of your memory system. If you thought that some people can accurately remember
things that happened to them as very young infants, you will see that there is a good
chance that these reports are inaccurate. In fact, you may be surprised to learn that even
more recent memories that seem extremely clear and vivid may not be entirely accurate
due to basic characteristics of the way the memory system works.

But what you will learn from this book goes much deeper than simply adding more
accurate information to what you already know about the mind. You will learn that
there is much more going on in your mind than you are conscious of. You are aware
of experiences such as seeing something, remembering a past event, or thinking about
how to solve a problem—but behind each of these experiences are a myriad of complex
and largely invisible processes. Reading this book will help you appreciate some of the
“behind the scenes” activity in your mind that is responsible for everyday experiences
such as perceiving, remembering, and thinking.

Another thing you will become aware of as you read this book is that there are
many practical connections between the results of cognitive psychology research and
everyday life. You will see examples of these connections throughout the book. For
now [ want to focus on one especially important connection—what research in cogni-
tive psychology can contribute to improving your studying. This discussion appears on
pages 187-189 of Chapter 7, but you might want to look at this material now, rather
than waiting until later in the course. I invite you to also consider the following two
principles, which are designed to help you get more out of this book.

Principle 1: It is important to know what you know.

Professors often hear students lament, “I came to the lecture, read the chapters a num-
ber of times, and still didn’t do well on the exam.” Sometimes this statement is followed
by “. .. and when I walked out of the exam, I thought I had done pretty well.” If this
is something that you have experienced, the problem may be that you didn’t have a
good awareness of what you knew about the material and what you didn’t know. If
you think you know the material but actually don’t, you might stop studying or might
continue studying in an ineffective way, with the net result being a poor understand-
ing of the material and an inability to remember it accurately, come exam time. Thus,
it is important to test yourself on the material you have read by writing or saying the
answers to the Test Yourself questions in the chapter and also by taking advantage of
the sample test questions that are available on the Book Companion Website. To access
these questions and other valuable learning aids, go to www.cengage.com/psychology/
goldstein.
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Preface to Students

Principle 2: Don’t mistake ease and familiarity for knowing.

One of the main reasons that students may think they know the material, even when
they don’t, is that they mistake familiarity for understanding. Here is how it works: You
read the chapter once, perhaps highlighting as you go. Then later, you read the chapter
again, perhaps focusing on the highlighted material. As you read it over, the material is
familiar because you remember it from before, and this familiarity might lead you to
think, “Okay, I know that.” The problem is that this feeling of familiarity is not neces-
sarily equivalent to knowing the material and may be of no help when you have to
come up with an answer on the exam. In fact, familiarity can often lead to errors on
multiple-choice exams because you might pick a choice that looks familiar, only to find
out later that although it was something you had read, it wasn’t really the best answer
to the question.

This brings us back again to the idea of testing yourself. One finding of cognitive
psychology research is that the very act of trying to answer a question increases the
chances that you will be able to answer it when you try again later. Another related
finding is that testing yourself on the material is a more effective way of learning it
than simply rereading the material. The reason testing yourself works is that generat-
ing material is a more effective way of getting information into memory than simply
reviewing it. Thus, you may find it effective to test yourself before rereading the chapter
or going over your highlighted text.

Whichever study tactic you find works best for you, keep in mind that an effective
strategy is to rest (take a break or study something else) before studying more and then
retesting yourself. Research has shown that memory is better when studying is spaced
out over time, rather than being done all at once. Repeating this process a number of
times—testing yourself, checking back to see whether you were right, waiting, test-
ing yourself again, and so on—is a more effective way of learning the material than
simply looking at it and getting that warm, fuzzy feeling of familiarity, which may not
translate into actually knowing the material when you are faced with questions about
it on the exam.

I hope you will find this book to be clear and interesting and that you will some-
times be fascinated or perhaps even surprised by some of the things you read. I also
hope that your introduction to cognitive psychology extends beyond just “learning the
material.” Cognitive psychology is endlessly interesting because it is about one of the
most fascinating of all topics—the human mind. Thus, once your course is over, I hope
you will take away an appreciation for what cognitive psychologists have discovered
about the mind and what still remains to be learned. I also hope that you will become a
more critical consumer of information about the mind that you may encounter on the
Internet or in movies, magazines, or other media. Finally, if you have any questions or
comments about anything in the book, please feel free to contact me at bruceg@email
.arizona.edu.
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» How is cognitive
psychology relevant to
everyday experience? (4)

: > Are there practical : » How s it possible to : » What is the connection
applications of cognitive study the inner workings between computers and
psychology? (4) : of the mind, when we ¢ the study of the mind?

can't really see the mind (13-14)
directly? (7) :

S RAPHAEL IS WALKING ACROSS CAMPUS, TALKING TO SUSAN ON HIS CELL PHONE

about meeting at the student union later this afternoon, he remembers that he

left the book she had lent him at home (® Figure 1.1). “I can’t believe it,” he

thinks, “I can see it sitting there on my desk, where I left it. I should have put it
in my backpack last night when I was thinking about it.”

As he finishes his call with Susan and makes a mental note to be on time for their
appointment, his thoughts shift to how he is going to survive after Wednesday when his
car is scheduled to go into the shop. Renting a car offers the most mobility, but is expen-
sive. Bumming rides from his roommate is cheap, but limiting. “Perhaps I’ll pick up a
bus schedule at the student union,” he thinks, as he puts his cell phone in his pocket.

Entering his anthropology class, he remembers that an exam is coming up soon.
Unfortunately, he still has a lot of reading to do, so he decides that he won’t be able
to take Susan to the movies tonight, as they had planned, because he needs time to
study. As the lecture begins, Raphael is anticipating, with some anxiety, his meeting
with Susan.

This brief slice of Raphael’s life is noteworthy because it is ordinary, while at the
same time so much is happening. Within a short span of time, Raphael does the follow-
ing things that are related to material covered in chapters in this book:

e Perceives his environment—seeing people on campus and hearing Susan talking on
the phone (Chapter 3: Perception)

® Pays attention to one thing after another—the

® FIGURE 1.1 What's happening in Raphael’s mind as he walks across - )
campus? Each of the “thought bubbles” corresponds to something in the * Makes a decision, when he decides to postpone

story in the text.

person approaching on his left, what Susan is
saying, how much time he has to get to his class
(Chapter 4: Attention)

® Remembers something from the past—that he
had told Susan he was going to return her book
today (Chapters 5-8: Memory)

® Distinguishes items in a category, when he
thinks about different possible forms of trans-

portation—rental car, roommate’s car, bus
about car : (Chapter 9: Knowledge)

pre}iSi e Visualizes the book on his desk the night before
2 (Chapter 10: Visual imagery)

e Understands and produces language as he talks
to Susan (Chapter 11: Language)

e Works to solve a problem, as he thinks about
how to get places while his car is in the shop
(Chapter 12: Problem Solving)

Bruce Goldstein

going to the movies with Susan so he can study

4

CHAPTER 1

(Chapter 13: Reasoning and Decision Making)

Introduction to Cognitive Psychology
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The things Raphael is doing not only are covered in this book but also have some-
thing very important in common: They all involve the mind. Cognitive psychology is
the branch of psychology concerned with the scientific study of the mind. As you read
the story about the quest to understand the mind, you will learn what the mind is, how
it has been studied, and what researchers have discovered about how the mind works.
In this chapter we will first describe the mind in more detail, then consider some of the
history behind the field of cognitive psychology, and finally introduce a few of the ways
that modern cognitive psychologists have gone about studying the mind.

Cognitive Psychology: Studying the Mind

You may have noticed that we have been using the term mind without precisely defining
it. As we will see, mind, like other concepts in psychology, such as intelligence or emo-
tion, can be thought of in a number of different ways.

WHAT IS THE MIND?

One way to approach the question “What is the mind?” is to consider how “mind” is
used in everyday conversation. Here are a few examples:

1. “He was able to call to mind what he was doing on the day of the accident.” (The
mind as involved in memory)

2. “If you put your mind to it, P’m sure you can solve that math problem.” (The mind
as problem-solver)

3. “I haven’t made up my mind yet” or “I’'m of two minds about this.” (The mind as
used to make decisions or consider possibilities)

4. “He is of sound mind and body” or “When he talks about his encounter with
aliens, it sounds like he is out of his mind.” (A healthy mind being associated with
normal functioning, a nonfunctioning mind with abnormal functioning)

5. “A mind is a terrible thing to waste.” (The mind as valuable, something that should

be used)

6. “He has a beautiful mind.” (From Sylvia Nasar’s book A Beautiful Mind, about
Nobel Prize winner John Nash, which was made into an Academy Award-winning
movie staring Russell Crowe)

These statements tell us some important things about what the mind is. Statements
1, 2, and 3, which highlight the mind’s role in memory, problem solving, and making
decisions, are related to the following definition of the mind: The mind creates and
controls mental functions such as perception, attention, memory, emotions, language,
deciding, thinking, and reasoning. This definition reflects the mind’s central role in
determining our various mental abilities, which are reflected in the titles of the chapters
in this book.

Statement 4 is related to another definition of the mind: The mind is a system
that creates representations of the world so that we can act within it to achieve our
goals. This definition reflects the mind’s importance for functioning and survival,
and also provides the beginnings of a description of how the mind achieves these
ends. The idea of creating representations is something we will return to throughout
this book.

These two definitions of the mind are not incompatible. The first one indicates dif-
ferent types of cognition—the mental processes such as perception attention, memory,
and so on, that are what the mind does. The second definition indicates something
about how the mind operates (it creates representations) and its function (it enables us
to act and to achieve goals). It is no coincidence that all of the cognitions in the first
definition play important roles in acting to achieve goals.

Cognitive Psychology: Studying the Mind ¢ 5
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The final two everyday statements about the mind emphasize the importance and
beauty of the mind. The mind is something to be used, and the products of some peo-
ple’s minds are considered extraordinary. But one of the messages of this book is that
the “beauty” of the mind is not reserved for “extraordinary” minds, because even the
most “routine” things—recognizing a person, having a conversation, or deciding what
courses to take next semester—become amazing in themselves when we consider the
properties of the mind that enable us to achieve these familiar activities.

What exactly are the properties of the mind? What are its characteristics? How
does it operate? Saying that the mind creates cognition and is important for func-
tioning and survival tells us what the mind does but not how it achieves what it
does. Determining the properties and mechanisms of the mind is what cognitive
psychology is about. Our goal in the rest of this chapter is to describe how the field
of cognitive psychology evolved from its early beginnings to where it is today, and
to begin describing how cognitive psychologists approach the scientific study of
the mind.

STUDYING THE MIND:
EARLY WORK IN COGNITIVE PSYCHOLOGY

The idea that the mind can be studied scientifically is a modern one. In the 1800s, ideas
about the mind were dominated by the belief that it is not possible to study the mind.
One reason given was that it is not possible for the mind to study itself, but there were
other reasons as well, including the idea that the properties of the mind simply cannot
be measured. Nonetheless, some researchers defied the common wisdom and decided
to study the mind anyway. One of these people was the Dutch physiologist Franciscus
Donders, who in 1868, eleven years before the founding of the first laboratory of scien-
tific psychology, did one of the first experiments that today would be called a cognitive
psychology experiment. (It is important to note that the term “cognitive psychology”
was not coined until 1967, but the early experiments we are going to describe qualify
as cognitive psychology experiments.)

Donders’ Pioneering Experiment: How Long Does It Take to Make a Decision?

Donders was interested in determining how long it takes for a person to make a deci-
sion. He determined this by measuring reaction time, how long it takes to respond
to presentation of a stimulus. In the first part of his experiment, he asked his par-
ticipants to press a button upon presentation of a light (® Figure 1.2a). This is called

(a) Press J when light goes on. (b) Press J for left light, K for right.

® FIGURE 1.2 A modern version of Donders’ (1868) reaction time experiment: (a) the
simple reaction time task; and (b) the choice reaction time task. In the simple reaction time
task, the participant pushes the J key when the light goes on. In the choice reaction time
task, the participant pushes the J key if the left light goes on and the K key if the right light
goes on. The purpose of Donders’ experiment was to determine the time it took to decide
which key to press for the choice reaction time task.

6 ¢ CHAPTER 1 Introduction to Cognitive Psychology

Copyright 2011 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



_-- Light flashes

Reaction

time Perceive the light

- ==

-

“~~p Press key
@

® FIGURE 1.3 Sequence of events between presentation of the stimulus
and the behavioral response in Donders’ experiment. The dashed line
indicates that Donders measured reaction time, the time between
presentation of the light and the participant’s response. (a) Simple reaction

time task; (b) choice reaction time task.

“Decide which button to push”

a simple reaction time task. In the second part

.- Leftlight flashes Stimulus of the experiment, he made the task more diffi-
cult by presenting two lights, one on the left and
one on the right. The participants’ task in this

l part of the experiment was to push one button
when the light on the left was illuminated and
“Perceive left light” and Mental another button when the light on the right was

response illuminated (Figure 1.2b). This is called a choice
reaction time task.
The rationale behind the simple reaction

time task is shown in ® Figure 1.3a. Presenting

l the stimulus (the light) causes a mental response

*~ > Press J key Behavioral (perceiving the light), which leads to a behavioral
response response (pushing the button). The reaction time

(b) (dashed line) is the time between presentation of

the stimulus and the behavioral response.

The diagram for the choice reaction time
task in Figure 1.3b shows that the mental
response includes not only perceiving the light
but also deciding which button to push. Donders
reasoned that choice reaction time would be

longer than simple reaction time because of the
additional time it takes to make the decision, and that the difference in reaction time
between the simple and choice conditions would indicate how long it took to make
the decision. Because the choice reaction time took one-tenth of a second longer than
simple reaction time, Donders concluded that it took one-tenth of a second to decide
which button to push.

Donders’ experiment is important, both because it was one of the first cognitive
psychology experiments and because it illustrates something extremely significant
about studying the mind: Mental responses (perceiving the light and deciding which
button to push, in this example) cannot be measured directly, but must be inferred from
behavior. We can see why this is so by noting the dashed lines in Figure 1.3. These lines
indicate that when Donders measured the reaction time, he was measuring the relation-
ship between the presentation of the stimulus and the participant’s response. He did not
measure the mental response directly, but inferred how long it took from the reaction
times. The fact that mental responses can’t be measured directly, but must be inferred
from observing behavior, is a principle that holds not only for Donders’ experiment but
for all research in cognitive psychology.

Ebbinghaus’s Memory Experiment: What Is the Time-Course of Forgetting? Another
pioneering approach to measuring the properties of the mind was devised by Hermann
Ebbinghaus (1885/1913). Ebbinghaus was interested in determining the nature of
memory and forgetting—specifically, how information that is learned is lost over
time. Ebbinghaus determined this by testing himself, using the procedure shown in
® Figure 1.4. He presented nonsense syllables such as DAX, QEH, LUH, and ZIF to
himself one at a time, using a device called a memory drum (modern cognitive psychol-
ogists would use a computer). He used nonsense syllables so that his memory would not
be influenced by the meaning of a particular word.

The first time through the list, he looked at each syllable one at a time and tried
to learn them in order (Figure 1.4a). The second time through, his task was to begin
by remembering the first syllable on the list, look at it in the memory drum to see if
he was correct, then remember the second syllable, check to see if he was correct, and
so on (Figure 1.4b). He repeated the procedure, going through the list and trying to
remember each syllable in turn, until he was able to go through the list without making
any errors. He noted the number of trials it took him to do this.

After learning a list, Ebbinghaus waited, for delays ranging from almost immedi-
ately after learning the list to 31 days. He then repeated the above procedure for each

Cognitive Psychology: Studying the Mind o 7
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® FIGURE 1.4 Ebbinghaus’s memory
drum procedure for measuring
memory and forgetting. (a) Initial
viewing—going through the list of
nonsense syllables for the first time.
(b) Learning the list—going through
the list a number of times until each
syllable can be correctly predicted
from the one before. The number of
repetitions necessary to learn the list
is noted. (c) After a delay, the list is
relearned. The number of repetitions
needed to relearn the list is noted.

Memory drum

(b) Repeat. Predict what next syllables in list
will be, until remember all items correctly.

(a) View series of nonsense syllables.

(c) After delay, repeat step b.

8

e CHAPTER 1

list and noted how many trials it took him to remember all of the syllables without any
errors (Figure 1.4c). He used the savings method to analyze his results, calculating the
savings by subtracting the number of trials needed to learn the list after a delay from
the number of trials it took to learn the list the first time. He then calculated a savings
score for each delay interval, using the following formula:

Savings = [(Initial repetitions) — (Relearning repetitions)/Initial repetitions] x 100

Ebbinghaus found that the savings were greater for short intervals than for long. For
example, after a short interval it may have taken him 3 trials to relearn the list. If it
had taken him 9 trials to learn the list the first time, then the savings score would be
67 percent ([(9 - 3)/9] x 100 = 67 percent). If after a longer interval it took 6 trials to
learn the list the second time, his savings score would be 33 percent.

Ebbinghaus’s “savings curve” (® Figure 1.5) shows savings as a function of reten-
tion interval. The curve indicates that memory drops rapidly for the first 2 days after the
initial learning and then levels off. This curve was important because it demonstrated
that memory could be quantified and that functions like the forgetting curve could be
used to describe a property of the mind—in this case, the ability to retain information.
Notice that although Ebbinghaus’s savings method was very different from Donders’
reaction time method, both measured behavior to determine a property of the mind.

Wundt’s Psychology Laboratory: Structuralism and Analytic Introspection In 1879,
Wilhelm Wundt founded the first laboratory of scientific psychology at the University
of Leipzig in Germany, with the goal of studying the mind scientifically. Wundt’s
approach, which dominated psychology in the late 1800s and early 1900s, was called
structuralism. According to structuralism, our overall experience is determined by com-
bining basic elements of experience the structuralists called sensations. Thus, just as
chemistry had developed a periodic table of the elements, which organized elements
on the basis of their molecular weights and chemical properties, Wundt wanted to
create a “periodic table of the mind,” which would include all of the basic sensations
involved in creating experience. Wundt thought he could achieve this by using analytic
introspection, a technique in which trained participants described their experiences and

Introduction to Cognitive Psychology

Copyright 2011 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



60

50

40

30

Percent savings

20

10

thought processes in response to stimuli. For example, in one experi-

® FIGURE 1.5 Ebbinghaus’s savings (or
forgetting) curve. Taking the percent savings as a
measure of the amount remembered, Ebbinghaus
plotted this against the time interval between
initial learning and testing. (Source: Based on data from
Ebbinghaus, 1885/1913.)

79 minjutes ment, Wundt asked participants to describe their experience of hearing
a five-note chord played on the piano. Wundt was interested in whether
they heard the five notes as a single unit or if they were able to hear the

1 hour individual notes.

875 Fours Although Wundt never achieved his goal of explaining behavior in

1 da terms of sensations, he had a major impact on psychology by establish-
>-ddys ing the first laboratory of scientific psychology and training PhDs who

i 31 days established psychology departments at other universities, including many

6 days — in the United States.
William James: Principles of Psychology William James, one of the
early American psychologists (although not a student of Wundt’s), taught
Harvard’s first psychology course and made significant observations about
0 the mind in his textbook, Principles of Psychology (1890). James’ observa-

tions were based not on the results of experiments, but on introspections
about the operation of his own mind. His skill in doing this is reflected in
the fact that many of his observations still ring true today, and his book
is notable for the breadth of its coverage. In it, James covers a wide range
of cognitive topics, including thinking, consciousness, attention, memory,
perception, imagination, and reasoning.

The work of Donders, Ebbinghaus, Wundt, James, and others pro-

vided what seemed to be a promising start to the study of the mind.

However, research on the mind was to soon to be curtailed, largely
because of events early in the 20th century that shifted the focus of psychology away
from the study of the mind and mental processes. One of the major forces that caused
psychology to reject the study of mental processes was a negative reaction to the tech-
nique of analytic introspection.

Abandoning the Study of the Mind

Research in many early departments of psychology was conducted in the tradition of
Wundt’s laboratory, using analytic introspection to reveal hidden mental processes. This
emphasis on studying the mind was to change, however, because of the efforts of John
Watson, who received his PhD in psychology in 1904 from the University of Chicago.

WATSON FOUNDS BEHAVIORISM

The story of how John Watson founded an approach to psychology called behavior-
ism is well known to introductory psychology students. We will briefly review it here
because of its importance to the history of cognitive psychology.

As a graduate student at the University of Chicago, Watson became dissatisfied with
the method of analytic introspection. His problems with this method were (1) it produced
extremely variable results from person to person, and (2) these results were difficult to ver-
ify because they were interpreted in terms of invisible inner mental processes. In response
to what he perceived to be deficiencies in analytic introspection, Watson proposed a new
approach called behaviorism. One of Watson’s papers, “Psychology As the Behaviorist
Views It,” set forth the goals of this approach to psychology in this famous quote:

Psychology as the Behaviorist sees it is a purely objective, experimental branch of natural
science. Its theoretical goal is the prediction and control of behavior. Introspection forms no
essential part of its methods, nor is the scientific value of its data dependent upon the readi-
ness with which they lend themselves to interpretation in terms of consciousness. . . . What
we need to do is start work upon psychology making behavior, not consciousness, the
objective point of our attack. (Watson, 1913, pp. 158, 176; emphasis added)
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This passage makes two key points: (1) Watson
rejects introspection as a method, and (2) observ-
able behavior, not consciousness (which would
involve unobservable processes such as thinking,
emotions, and reasoning), is the main topic of
study. In another part of this paper, Watson also
proclaims that “psychology . . . need no longer
delude itself into thinking that it is making mental
states the object of observation” (p. 163). Watson’s
goal was to eliminate the mind as a topic of study in
psychology and replace it with the study of directly
observable behavior.

As behaviorism became the dominant force

® FIGURE 1.6 In Pavlov’s famous experiment, he paired ringing a bell in American psychology, psychologists’ attention
with presentation of food. Initially, only presentation of the food caused shifted from asking “What does behavior tell us

the dog to salivate, but after a number of pairings of bell and food, the bell
alone caused salivation. This principle of learning by pairing, which came
to be called classical conditioning, was the basis of Watson's “Little Albert”

experiment.

about the mind?” to “What is the relation between
stimuli in the environment and behavior?” Thus,
the focus shifted from the mind as the topic of
study to behavior (with no reference to the mind)
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as the topic.

Watson’s most famous experiment was the
“Little Albert experiment,” in which Watson and Rosalie Rayner (1920) subjected
Albert, a 9-month-old-boy, to a loud noise every time a rat (which Albert had originally
liked) came close to the child. After a few pairings of the noise with the rat, Albert
reacted to the rat by crawling away as rapidly as possible.

Watson’s ideas are associated with classical conditioning—how pairing one stimu-
lus (such as the loud noise presented to Albert) with another, previously neutral stimu-
lus (such as the rat) causes changes in the response to the neutral stimulus. Watson’s
inspiration for his experiment was Ivan Pavlov’s research, begun in the 1890s, that dem-
onstrated classical conditioning in dogs. In these experiments (® Figure 1.6), Pavlov’s
pairing of food (which made the dog salivate) with a bell (the initially neutral stimulus)
caused the dog to salivate to the sound of the bell (Pavlov, 1927).

Watson used classical conditioning to argue that behavior can be analyzed without
any reference to the mind. For Watson, what was going on inside Albert’s head, either
physiologically or mentally, was irrelevant. He only cared about how pairing one stimu-
lus with another affected Albert’s behavior.

SKINNER'S OPERANT CONDITIONING

In the midst of behaviorism’s dominance of American psychology, B. F. Skinner, a young
graduate student at Harvard, provided another tool for behaviorism, which insured
this approach would dominate psychology for decades to come. Skinner introduced
operant conditioning, which focused on how behavior is strengthened by the presenta-
tion of positive reinforcers, such as food or social approval (or withdrawal of negative
reinforcers, such as a shock or social rejection). For example, Skinner showed that
reinforcing a rat with food for pressing a bar maintained or increased the rat’s rate of
bar pressing. Like Watson, Skinner was not interested in what was happening in the
mind, but focused solely on determining the relationship between stimuli and responses
(Skinner, 1938).

The idea that behavior can be understood by studying stimulus-response relation-
ships influenced an entire generation of psychologists and dominated psychology in
the United States from the 1940s through the 1960s. Psychologists applied the tech-
niques of classical and operant conditioning to things like classroom teaching, treating
psychological disorders, and testing the effects of drugs on animals. ® Figure 1.7 is a
timeline showing the initial studies of the mind and the rise of behaviorism. We now
move beyond this timeline to the 1950s, when changes began to occur in psychology
that eventually led to a decline in the influence of behaviorism.

Introduction to Cognitive Psychology
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® FIGURE 1.7 Timeline showing early experiments studying the mind in the 1800s and
events associated with the rise of behaviorism in the 1900s.

SETTING THE STAGE FOR
THE REEMERGENCE OF THE MIND IN PSYCHOLOGY

Although behaviorism dominated American psychology for many decades, there were
some researchers who were not toeing the strict behaviorist line. One of these research-
ers was Edward Chance Tolman. Tolman, who, from 1918 to 1954 was at the University
of California at Berkeley, called himself a behaviorist because his focus was on measur-
ing behavior. But in reality he was one of the early cognitive psychologists, because he
used behavior to infer mental processes.

In one of his experiments, Tolman (1938) placed a rat in a maze like the one
in ® Figure 1.8. Initially the rat explored the maze, running up and down each of
the alleys (Figure 1.8a). After this initial period of exploration, the rat was placed
at A and food was placed at B, and the rat quickly learned to turn right at the
intersection to obtain the food. This is exactly what the behaviorists would pre-
dict, because turning right was rewarded with food (Figure 1.8b). However, when
Tolman then placed the rat at C, something interesting happened. At the intersec-
tion, the rat turned left to reach the food at B (Figure 1.8¢c). Tolman’s explanation
of this result was that when the rat initially experienced the maze it was develop-
ing a cognitive map, a conception of the maze’s layout (Tolman, 1948). Thus, even
though the rat had previously learned to turn right, when the rat was placed at C,
it used its map to turn left at the intersection to reach the food at B. Tolman’s use
of the word cognitive, and the idea that something other than stimulus-response

Food Food

A
(a) Explore maze (b) Turn right for food (c) Turn left for food

® FIGURE 1.8 Maze used by Tolman. (a) Rat initially explores the maze; (b) the rat learns
to turn right to obtain food at B when it starts at A; (c) when placed at C the rat turns left
to reach the food at B. In this experiment, precautions are taken to prevent the rat from
knowing where the food is based on cues such as smell.
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connections might be occurring in the rat’s mind, placed Tolman outside of main-
stream behaviorism.

Other researchers were aware of Tolman’s work, but for most American psycholo-
gists in the 1940s, the use of the term cognitive was difficult to accept because it vio-
lated the behaviorists’ idea that internal processes, such as thinking or maps in the
head, were not acceptable topics to study. It wasn’t until about a decade after Tolman
introduced the idea of cognitive maps that developments occurred that were to lead to
a resurgence of the mind in psychology. Ironically, one of these developments was the
publication, in 1957, of a book by B. F. Skinner titled Verbal Behavior. In this book,
Skinner argued that children learn language through operant conditioning. According
to this idea, children imitate speech that they hear and repeat correct speech because it
is rewarded. But in 1959 Noam Chomsky, a linguist from the Massachusetts Institute of
Technology, published a scathing review of Skinner’s book, in which he pointed out that
children say many sentences that have never been rewarded by parents (“I hate you,
Mommy,” for example), and that during the normal course of language development,
they go through a stage in which they use incorrect grammar, such as “the boy hitted
the ball,” even though this incorrect grammar may never have been reinforced.

Chomsky saw language development as being determined not by imitation or rein-
forcement, but by an inborn biological program that holds across cultures. Chomsky’s
idea that language is a product of the way the mind is constructed, as opposed to being
caused by reinforcement, led psychologists to reconsider the idea that language and
other complex behaviors, such as problem solving and reasoning, can be explained by
operant conditioning. Instead, they began to realize that to understand complex cog-
nitive behaviors, it is necessary not only to measure observable behavior, but also to
consider what this behavior tells us about how the mind works.

The Rebirth of the Study of the Mind

The decade of the 1950s is generally recognized as the beginning of the cognitive
revolution—a shift in psychology from the behaviorist’s stimulus-response relation-
ships to an approach whose main thrust was to understand the operation of the mind.
Chomsky’s critique of Skinner’s book was only one of many events in the 1950s that
reintroduced the mind to psychology. These events provided a new way to study
the mind, called the information-processing approach—an approach that traces the
sequence of mental operations involved in cognition. One of the events that inspired
psychologists to think of the mind in terms of information processing was a newly
introduced device called the digital computer.

INTRODUCTION OF THE DIGITAL COMPUTER

The first digital computers, developed in the late 1940s, were huge machines that took
up entire buildings, but in 1954 IBM introduced a computer that was available to the
general public. These computers were still extremely large compared to the laptops of
today, but they found their way into university research laboratories, where they were
used both to analyze data and, most important for our purposes, to suggest a new way
of thinking about the mind.

Flow Diagrams for Digital Computers One of the

nput

| Input

processor

—

Memory ) Arithmetic

unit

® FIGURE 1.9 Flow diagram for an early computer.

characteristics of computers that captured the atten-
tion of psychologists in the 1950s was that they pro-
cessed information in stages. For example, the diagram
in ® Figure 1.9 shows the layout of a computer in which
information is received by an “input processor” and is

Uit — Qutput
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then stored in a “memory unit” before it is processed
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® FIGURE 1.10 This person in Colin Cherry’s (1953)
selective attention experiment is listening to the
message being presented to his left ear (the attended
message) and not to the message presented to his
right ear (the unattended message). He repeats the
attended message out loud to indicate that he is
paying attention to it. The results of experiments such
as this were used by Broadbent to create his filter
model of attention.

The yellow
dog chased...

by an “arithmetic unit,” which then creates the computer’s output.
Using this stage approach as their inspiration, some psychologists
proposed the then-revolutionary idea that the operation of the mind
could also be described as occurring in a number of stages. Applying
this stage approach to the mind led psychologists to ask new ques-
tions and to frame their answers to these questions in new ways.
One of the first experiments influenced by this new way of thinking
about the mind involved studying how well people are able to pay
attention to only some information when a lot of information is
being presented at the same time.

Flow Diagrams for the Mind Beginning in the 1950s, a number of
researchers became interested in describing how well the mind can
deal with incoming information. One question they were interested in
answering was: When a number of auditory messages are presented at
once (as might occur at a noisy party, for example), can a person focus
on just one of these messages (as when you are having a conversation
with one of the people at the party)? In one experiment, by British
psychologist Colin Cherry (1953), participants were presented with
two messages simultaneously, one to the left ear and one to the right
(® Figure 1.10), and were told to focus their attention on one of the
messages (called the attended message) and to ignore the other one
(called the unattended message).

The results of this experiment, which we will describe in detail
when we discuss attention in Chapter 4, is that people could focus

their attention on the message presented to one ear, and when they did,
they were aware of little of the message being presented to the other,
unattended ear. This result led another British psychologist, Donald Broadbent (1958),
to propose the first flow diagram of the mind (® Figure 1.11). This diagram represented
what happens in a person’s mind as he or she directs attention to one stimulus in the
environment. This flow diagram, which we will describe in more detail in Chapter 4, is
notable because it was the first to depict the mind as processing information in a sequence
of stages. Applied to the attention experiments, “input” would be the sounds entering the
person’s ears; the “filter” lets through only the part of the input to which the person is
attending; and the “detector” records the information that gets through the filter.
Applied to your experience when talking to a friend at a noisy party, the filter lets
in your friend’s conversation and filters out all of the other conversations and noise.
Thus, although you might be aware that there are other people talking, you would not
be aware of detailed information, such as what the other people were talking about.
Broadbent’s flow diagram provided a way to analyze the operation of the mind in
terms of a sequence of processing stages and proposed a model that could be tested by
further experiments. You will see many more flow diagrams like this throughout this
book because they have become one of the standard ways of depicting the operation
of the mind.

CONFERENCES ON ARTIFICIAL

Input

® FIGURE 1.11 Flow diagram for Broadbent’s filter model of
attention. This diagram shows that many messages enter a “filter”
that selects the message to which the person is attending for
further processing by a detector and then storage in memory. We
will describe this diagram more fully in Chapter 4.

il

INTELLIGENCE AND INFORMATION THEORY
In the early 1950s John McCarthy, a young professor of

—» Detector — Tomemory mathematics at Dartmouth College, had an idea. Would it

be possible, McCarthy wondered, to program computers
to mimic the operation of the human mind? Rather than
simply asking the question, McCarthy decided to do some-
thing about it by organizing a conference at Dartmouth in
the summer of 1956 to provide a forum for researchers to
discuss ways that computers could be programmed to carry
out intelligent behavior. The title of the conference, Summer
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Research Project on Artificial Intelligence, was the first use of the term artificial intel-
ligence. McCarthy defined the artificial intelligence approach as “making a machine
behave in ways that would be called intelligent if a human were so behaving” (McCarthy
et al., 1955).

Researchers from a number of different disciplines—psychologists, mathemati-
cians, computer scientists, linguists, and experts in information theory—attended the
conference, which spanned 10 weeks. A number of people attended most of the con-
ference, others dropped in and out, but perhaps the two most important participants
of all—Herb Simon and Alan Newell from Carnegie Institute of Technology—were
hardly there at all (Boden, 2006). The reason they weren’t there is that they were
busy trying to create the artificial intelligence machine that McCarthy had envi-
sioned. Simon and Newell’s goal was to create a computer program that could create
proofs for problems in logic—something that up until then had only been achieved
by humans.

Newell and Simon succeeded in creating the program, which they called the logic
theorist, in time to demonstrate it at the conference. What they demonstrated was revo-
lutionary, because the logic theorist program was able to create proofs of mathematical
theorems that involve principles of logic too complex to describe here. This program,
although primitive compared to modern artificial intelligence programs, was a real
“thinking machine” because it did more than simply process numbers—it used human-
like reasoning processes to solve problems.

Shortly after the Dartmouth conference, in September of the same year, another
pivotal conference was held, the Massachusetts Institute of Technology Symposium
on Information Theory. This conference provided another opportunity for Newell and
Simon to demonstrate their logic theorist program, and the attendees also heard George
Miller, a Harvard psychologist, present a version of his paper “The Magical Number
7 Plus or Minus 2,” which had just been published (Miller, 1956). In that paper, Miller
presented the idea that there are limits to the human’s ability to process information—
that the information processing of the human mind is limited to about 7 items (for
example, the length of a telephone number). As we will see when we discuss this idea
in Chapter 5, there are ways to increase our ability to take in and remember informa-
tion (for example, we have little trouble adding an area code to the 7 digits of many
telephone numbers). Nonetheless, Miller’s basic principle that there are limits to the
amount of information we can take in and remember was an important idea, which,
you might notice, was similar to the point being made by Broadbent’s filter model at
about the same time.

The events we have described, Broadbent’s filter model and the two conferences in
1956, represented the beginning of a shift in psychology from behaviorism to the study
of the mind. This shift has been called the cognitive revolution, but the word revolution
should not be interpreted as meaning that the shift from behaviorism to the cognitive
approach occurred quickly. The scientists attending the conferences in 1956 had no
idea that these conferences would, years later, be seen as historic events in the birth of
a new way of thinking about the mind or that scientific historians would someday call
1956 “the birthday of cognitive science” (Bechtel et al., 1998; Miller, 2003; Neisser,
1988). In fact, even years after these meetings, a textbook on the history of psychology
made no mention of the cognitive approach (Misiak & Sexton, 1966), and it wasn’t
until 1967 that Ulrich Neisser published a textbook with the title Cognitive Psychology
(Neisser, 1967).

Neisser’s textbook, which coined the term cognitive psychology and emphasized
the information-processing approach to studying the mind is, in a sense, the grandfa-
ther of the book you are now reading. As often happens, each successive generation
creates new ways of approaching problems, and cognitive psychology has been no
exception. Since the 1956 conferences and the 1967 textbook, many experiments
have been carried out, new theories proposed, and new techniques developed; as a
result, cognitive psychology, and the information-processing approach to studying
the mind, has become one of the dominant approaches in psychology. ® Figure 1.12
shows a timeline illustrating the events that led to the establishment of the field of
cognitive psychology.

CHAPTER 1 Introduction to Cognitive Psychology
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® FIGURE 1.12 Timeline showing events associated with the decline of the
influence of behaviorism (above the line) and events that led to the development of
the information-processing approach to cognitive psychology (below the line).
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® FIGURE 1.13 Procedure for Muller
and Pilzecker’s experiment. (a) In the
immediate condition, participants
learned the first list (1) and then
immediately learned the second

list (2). (b) In the delay condition,

the second list was learned after a
6-minute delay. Numbers on the right
indicate the percentage of items from
the first list recalled when memory for
that list was tested later.
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How is the mind studied? The basic principle of using behavior to infer mental processes, as
Donders did, still guides present-day research. In addition, new technologies have enabled
psychologists to expand their research to also study the relation between mental processes
and the brain. To illustrate how cognitive psychologists have used both behavioral and
physiological approaches to studying the operation of the mind, we will now describe a
few experiments designed to study a phenomenon called memory consolidation.

MEMORY CONSOLIDATION
FROM A BEHAVIORAL PERSPECTIVE

A football player is running downfield, the ball tucked securely under his arm.
Suddenly, his run is unexpectedly cut short by a vicious tackle. His helmet hits the
ground, and he lies still for a few moments before slowly getting up and making his
way back to the bench. Later, sitting on the bench, he can’t remember getting hit, or
even taking the handoff from the quarterback at the beginning of the play.

The football player’s lack of memory for the events that occurred just before he
got hit illustrate that our memory for recent events is fragile. Normally, he would
have had no trouble remembering the handoff and run, but the hit he took wiped
out his memory for these events. More accurately, the hit prevented the information
about the handoff and run from undergoing a process called memory consolidation,
during which the information about the handoff and run, which was in a fragile
state, could become strengthened and transformed into a strong memory that is
more resistant to interference by events such as taking a hit to the head.

Research on the phenomenon of memory consolidation dates back to the begin-
nings of the study of cognition, when the German psychologists Georg Muller and
Alfons Pilzecker (1900; also see Deware et al., 2007) had two groups of participants
each learn two lists of nonsense syllables. The “immediate” group learned one list and
were then asked to immediately learn a second list. The “delay” group learned the first
list and then waited for 6 minutes before learning the second list (® Figure 1.13). When
recall for the first list was then measured, participants in the delay group remembered
48 percent of the syllables, but participants in the immediate group remembered only
28 percent of the syllables. Apparently, immediately presenting the second list to the
immediate group interrupted the forming of a stable memory for the first list—the
process that came to be called consolidation.

Researching the Mind 15
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® FIGURE 1.14 Results of the
Gais et al. (2007) experiment in
which memory for word pairs
was tested for two groups.

The sleep group went to sleep
shortly after learning a list of
word pairs. The awake group
stayed awake for quite a while
after learning the word pairs.
Both groups did get to sleep
before testing, so they were
equally rested before being
tested, but the performance of
the sleep group was better.

Many experiments investigating this consolidation process have been done in the
more than 100 years since Muller and Pilzecker’s experiment. One question that is a
topic of current investigation is “How does going to sleep right after learning affect
consolidation?” To investigate this question, Steffan Gais and coworkers (2006) had
high school students learn a list of 24 pairs of English-German vocabulary words. The
“sleep group” studied the words and then went to sleep within 3 hours. The “awake
group” studied the words and remained awake for 10 hours before getting a night’s
sleep. Both groups were tested within 24 to 36 hours after studying the vocabulary lists
(The actual experiment involved a number of different sleep and awake groups to con-
trol for time of day and other factors we aren’t going to consider here.) The results of
the experiment, shown in ® Figure 1.14, indicate that students in the sleep group forgot
much less material than the students in the awake group.

This result, like Muller and Pilzecker’s 100 years earlier, raises its own questions.
What is it about going to sleep right away that improves memory? Is sleeping just a way
to avoid being exposed to interfering stimuli, or is something special happening during
the sleep process that helps strengthen memory? This question is being researched in a
number of laboratories. Some results indicate that sleep may just be a way of avoiding
interference (Sheth et al., 2009), but research is continuing on this question.

MEMORY CONSOLIDATION
FROM A PHYSIOLOGICAL PERSPECTIVE

The two experiments we have just described studied consolidation by measuring behav-
ior. But what brain processes are involved in consolidation? Although early researchers
knew that consolidation involved processes in the brain, they had no way of determin-
ing what those processes might be. Modern researchers, armed with techniques for
measuring physiological processes, have begun to determine these processes. For exam-
ple Louis Flexner and coworkers (1963) did an experiment in which they showed that
injecting a chemical that inhibits the synthesis of proteins in rats eliminates formation
of memories. This suggests that interference, such as that experienced by the football
player, may disrupt chemical reactions that are necessary for consolidation.

0.2 Sleep group

+0.1

Change in fMRI signal
between learning and test
(@]

Awake group

Flexner’s study provides information about how consolidation might oper-
ate at the molecular level involved in protein synthesis. Cognitive psychologists
are also interested in determining which structures in the brain are involved in
consolidation. One way to determine this is to use a technique called brain scan-
ning (which we will describe in Chapter 2), which makes it possible to measure
the response of different areas of the human brain.

S In an extension of the experiment described previously, in which Gais and

coworkers (2006) showed that participants in the sleep group had better memory
for word pairs than participants in the awake group, Gais and coworkers (2007)
carried out another experiment, in which participants learned word pairs and
then were tested two days later. As in the previous experiment, participants in the
sleep group remembered more word pairs than participants in the awake group.

-0.2

This time, however, in addition to measuring memory, Gais measured brain activ-

® FIGURE 1.15 Results of the Gais et

al. (2007) experiment in which the brain
activity of participants’in the sleep and
awake groups was measured as they were
initially learning a list of word pairs and
as they were remembering the list two
days later. Activity in the hippocampus
increased for participants in the sleep
group, but decreased for participants in
the awake group. Also, in data not shown
here, the overall level of activity in the
hippocampus was greater during testing
in the sleep group.

ity, using a brain imaging technique called fMRI (which we will describe in the
next chapter). He measured this activity first as participants were learning the
word pairs and again as they were tested two days later.

@ Figure 1.15 shows that the activity of the hypothalamus, a structure deep in
the brain that is known to be involved in the storage of new memories, increased
from learning to test for the sleep group but decreased from learning to test for
the awake group. Gais concluded from this result that immediate sleep helps
strengthen the memory trace in the hypothalamus.

The purpose of these examples of behavioral and physiological experiments
is not to provide an explanation of how consolidation works (we will discuss
consolidation further in Chapter 7), but to illustrate how cognitive psychologists
use both behavioral and physiological measurements to search for answers. The
basic premise of much research in cognitive psychology, and of the approach
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taken in this book, is that only by studying cognition both behaviorally and physiologi-
cally can we completely understand the mechanisms underlying cognition.

Another point that our example of consolidation illustrates is how results of
basic research can have practical applications. Even without knowing the mechanisms
responsible for consolidation, we can conclude that when studying for an exam it might
make sense to go to sleep soon after studying, rather than doing something that might
keep all that knowledge from being consolidated (thereby eliminating the “I-knew-
it-last-night-but-it-wasn’t-there-for-the-exam” phenomenon!). We will be considering
how the findings of cognitive psychology research can be applied to real-life situations
throughout this book. (See Chapter 7, page 187, for some more “study hints” based on
principles of cognitive psychology.)

MODELS OF THE MIND

As you read about cognitive psychology in this book, you will encounter many models of
the mind. A model can be a representation of something, as a model car or airplane rep-
resents the appearance of a real car or airplane. Similarly, plastic models of the brain are
often used to illustrate the locations of different structures of the brain. But models can
also illustrate how something works, and in cognitive psychology models are generally
used to represent how information is processed by the mind. These models often take the
form of flow diagrams, which represent how information flows through various compo-
nents of the mind. For example, Broadbent’s flow diagram in Figure 1.11 is a model of
how a person processes information to selectively attend to one message out of many.

One advantage of models is that they often make a complicated system easier to
understand. Although the process of selective attention is certainly more complex than
the two processing steps in Broadbent’s model, this simple model provides a good start-
ing point for seeking further details of how selective attention operates.

One of the ways that models provide this “starting point” is by helping suggest
questions to ask. For example, a researcher studying attention might want to ask ques-
tions about how the filter in Broadbent’s model works. According to Broadbent, the
filter lets through attended information (such as the contents of the conversation you
are having with a friend at a party) and filters out the unattended information (such
as all of the other conversations and noise at the party). But what about the situation
that occurs when you hear someone across the room call out your name? Hearing your
name means that your name somehow got through the filter, even though you were
focusing your attention on the conversation you were having.

Could this mean that perhaps there isn’t a filter? Or perhaps there is a filter, but its
operation is more complicated than Broadbent’s initial proposal. Good models such as
Broadbent’s are usually stated in a way that suggests further questions, which can be
answered by doing further experiments, and the results of these experiments often lead
to the proposal of a new, updated model.

Students often wonder whether the boxes in models such as Broadbent’s stand for
specific areas in the brain. Although in some models each box corresponds to a specific
place in the brain, the boxes in most of the models we will be describing do not corre-
spond to one brain area. We will see that a basic principle of the operation of the mind is
that activity is distributed across many areas of the brain. Thus, although a model might
represent the attentional filter by a single box, the actual filtering may be accomplished
by a number of different structures that are located in different parts of the brain.

@ Something to Consider

LEARNING FROM THIS BOOK

Congratulations! You now know how some researchers began doing cognitive psychol-
ogy experiments in the 19th century, how the study of the mind was suppressed in the
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middle of the 20th century, how the study of the mind made a glorious comeback in the
1950s, and that present-day psychologists use both behavioral and physiological tech-
niques to study the mind. One of the purposes of this chapter—to provide you with some
background to orient you to the field of cognitive psychology—has been accomplished.

Another purpose of this chapter is to help you get the most out of this book. After
all, cognitive psychology is the study of the mind. As you will see as you get further
into the book, especially in the chapters on memory, there are things that have been
discovered about cognitive psychology that can help you get as much as possible from
this book and from the course you are taking. One way to appreciate how cognitive
psychology can be applied to studying is to look at pages 187-189 in Chapter 7. It
would make sense to skim this material now, rather than waiting. There will be some
terms that you may not be familiar with, but these aren’t crucial for what you want to
accomplish—picking up some hints that will make your studying more efficient and
effective. Two terms worth knowing, though, are encoding—which is what is happen-
ing as you are learning the material—and retrieval—what is happening when you are
remembering the material. The trick is to encode the material during your studying in a
way that will make it easier to retrieve it later. (Also see page xxix in the preface.)

Something else that might help as you learn from this book is to be aware of how
it is constructed. As you read the book, you will see that often a basic idea or theory is
presented and then it is supported by examples or experiments. Consider our discussion
of memory consolidation in this chapter. First the phenomenon was described (memory
is initially fragile and so can be disrupted), and then experiments were presented to illus-
trate it (Muller and Pilzecker: memory is interrupted if a second list is learned immedi-
ately; Gais and coworkers: memory is better if sleep occurs shortly after learning).

This way of presenting information breaks the discussion of a particular topic into a
series of “mini-stories.” Each story begins with an idea or phenomenon and is followed
by demonstrations of the phenomenon and usually evidence to support it. Often there
is also a connection between one story and the next. For example, once consolidation
is described behaviorally, the next story is about how it can be studied physiologically.

What’s important about this is that realizing how the story of cognitive psychology is
presented can help you remember what you have read. It is easier to remember a number
of facts if they are presented as part of a story than if they are presented as separate, unre-
lated facts. So as you read this book, keep in mind that your main job is to understand the
stories, each of which is a basic premise followed by supporting evidence. Thinking about
the material in this way will make it more meaningful and therefore easier to remember.

One more thing: Just as specific topics can be described as a number of small sto-
ries that are linked together, the field of cognitive psychology as a whole consists of
many themes that are related to each other, even if they appear in different chapters.
Perception, attention, memory, and other cognitive processes all involve the same ner-
vous system and therefore share many of the same properties. The principles shared by
many cognitive processes are part of the larger story of cognition that will unfold as
you progress through this book.

1. Why could we say that Donders and Ebbinghaus were cognitive psy